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I. INTRODUCTION

In this article we study the inverse scattering problem for the generalized 1-D Schrödinger equation,

\[\psi''(x)+[k^2+m^2]\psi(x)=[ikP(x)+Q(x)]\psi(x), \quad x \in \mathbb{R}, \tag{1.1}\]

where the prime denotes the derivative with respect to the spatial coordinate \(x\), \(k\) is the wave-number, \(m\) is a positive mass parameter, \(P(x)\) describes the energy absorption or generation, and \(Q(x)\) represents the restoring force density. The quantity \(E=\sqrt{k^2+m^2}\) stands for the energy.

Letting \(C^+\) and \(C^-\) stand for the open upper and lower complex half-planes and defining the regions \(\Omega^+=C^+\setminus [0,m]\) and \(\Omega^-=C^-\setminus [-m,0]\), for a suitable choice of the square root one can use the mapping \(E=\sqrt{k^2+m^2}\) to transform either of the regions \(\Omega^\pm\) conformally and bijectively into either of the regions \(C^\pm\), thus yielding four transformations. Using the inverse transformation \(k(E) = \sqrt{E^2-m^2}\) we obtain the two-fold Riemann surface with branch cuts along the real line from \(m\) to \(+\infty\) and from \(-m\) to \(-\infty\). As we are interested primarily in the domain \(E \in C^+ \cup \mathbb{R}\), it is natural to define \(k(E) = \sqrt{E^2-m^2}\) as a single-valued continuous function of \(E \in C^+ \cup \mathbb{R}\) with \((k(E)/E)>0\) for \(E \in \mathbb{R}\[ -m,m]\), so that \(\text{Im} k(E)>0\) for \(E \in (-m,m)\). We then write (1.1) in the equivalent form

\[\psi^+(x,E)+E^2\psi^-(x,E)=[\pm i \, k(E)P(x)+Q(x)]\psi^-(x,E), \tag{1.2}\]

where \(x \in \mathbb{R}\) and \(E \in C^+\).

Let us define the Jost solutions \(f_I^+(E,x)\) and \(f_I^+(E,x)\) as the solutions of (1.2) with the \(\pm\) sign in the first term of the right-hand side that satisfy the boundary conditions

\[f_I^+(E,x) = e^{iEx}+o(1), \quad x \rightarrow +\infty, \tag{1.3}\]

\[f_I^-(E,x) = e^{-iEx}+o(1), \quad x \rightarrow -\infty.\]
In terms of the Jost solutions, the scattering coefficients \(a_1^-(E), a_1^+(E), b_1^-(E), \) and \(b_1^+(E)\) are defined by

\[
\begin{align*}
    f_1^+(E,x) &= a_1^+(E)e^{iEx} + b_1^-(E)e^{-iEx} + o(1), \quad x \to -\infty, \\
    f_1^-(E,x) &= a_1^-(E)e^{-iEx} + b_1^+(E)e^{iEx} + o(1), \quad x \to +\infty.
\end{align*}
\]

(1.4)

In this article a fundamental role is played by the transformation

\[
g_1(E) = \frac{g^+(E) + g^-(E)}{2}, \quad g_2(E) = \frac{g^+(E) - g^-(E)}{2ik(E)},
\]

(1.5)

between pairs of functions of \(E\). This transformation allows one to convert the pair of uncoupled differential equations (1.2) into the coupled system of differential equations,

\[
\begin{bmatrix}
    \psi'_1(E,x) \\
    \psi'_2(E,x)
\end{bmatrix} + E^2 \begin{bmatrix}
    \psi_1(E,x) \\
    \psi_2(E,x)
\end{bmatrix} = \Xi(E,x) \begin{bmatrix}
    \psi_1(E,x) \\
    \psi_2(E,x)
\end{bmatrix},
\]

(1.6)

where

\[
\Xi(E,x) = \begin{bmatrix}
    Q(x) & -k(E)^2P(x) \\
    P(x) & Q(x)
\end{bmatrix}
\]

(1.7)

and \(k(E)^2 = E^2 - m^2\). Transforming the Jost solutions as in (1.5), we obtain from (1.3) and (1.4),

\[
\begin{align*}
    f_{11}(E,x) &= e^{iEx} + o(1), \quad f_{12}(E,x) = o(1), \quad x \to +\infty, \\
    f_{21}(E,x) &= e^{-iEx} + o(1), \quad f_{22}(E,x) = o(1), \quad x \to -\infty, \\
    f_{11}(E,x) &= a_{11}(E)e^{iEx} + b_{11}(E)e^{-iEx} + o(1), \quad x \to -\infty, \\
    f_{12}(E,x) &= a_{12}(E)e^{-iEx} + b_{12}(E)e^{iEx} + o(1), \quad x \to +\infty,
\end{align*}
\]

(1.8)

where \(s = 1,2\).

The direct and inverse scattering problems for Schrödinger equations of the type (1.1) have been studied extensively. Jaulent and Jean\(^{1,3}\) studied (1.1) with \(m = 0\), imaginary \(P(x)\) and real \(Q(x)\), both on the half-line and on the full line (problems leading to unitary scattering data), and established the unique solvability of their Marchenko equations. Jaulent\(^4\) derived Marchenko integral equations leading to the solution of the inverse problem for (1.1) with \(m = 0\) and real potentials \(P(x)\) and \(Q(x)\). Sattinger and Szmigielski\(^5\) studied (1.1) with \(m = 0\), imaginary \(P(x)\) and real \(Q(x)\) and applied the results to solve a nonlinear evolution equation. Aktosun et al.\(^{6,7}\) studied in detail the direct and inverse scattering problems for (1.2) for \(m = 0\), obtained many results on the discrete eigenvalues, and gave sufficient conditions for the unique solvability of the Marchenko equations.

The more interesting case where \(m > 0\), was taken up by Kaup\(^8,9\) in connection with a nonlinear evolution equation (a long-wave water equation resembling the Boussinesq equation). In Ref. 9 a pair of coupled Marchenko integral equations was given to solve the inverse scattering problem. Under the assumption that \(\int_0^\infty dx P(x) = 0\), Sattinger and Szmigielski\(^10\) considered the direct and inverse problems for (1.1) with \(m = 1\) and \(C^\infty\) potentials and applied their results to a nonlinear evolution equation. Equation (1.1), with \(k^2 + m^2\) and \(ikP(x)\) replaced by \(k^2 - m^2\) and \(kP(x)\), respectively, for real potentials \(P(x)\) and \(Q(x)\), is the 1-D Klein–Gordon equation. For this equation and on the half-line, Corinaldesi,\(^11\) Degasperis,\(^12\) and Weiss and Scharf\(^13\) studied the inverse scattering problem and Pivovarchik\(^14\) studied the number of bound states.
When \( P, Q \in L^1(\mathbb{R}) \), the Schrödinger operators in (1.2) have very different properties depending on whether \( m = 0 \) or \( m > 0 \), since for \( m = 0 \) their essential spectrum is the set of \( k \in \mathbb{R} \) whereas for \( m > 0 \) it is the set of \( k \in \mathbb{R} \cup i[-m,m] \). Moreover, as observed in Refs. 8 and 9, the \( m > 0 \) equation is important for solving a certain system of nonlinear evolution equations by the inverse scattering transform, whereas no such connection is apparent for \( m = 0 \).

In this article we analyze the inverse scattering problem for (1.2) by the Marchenko method. Essentially, although most of the scattering solutions and scattering coefficients are defined as in Refs. 6 and 7 where the \( m = 0 \) case was treated, we differ from these papers in one important aspect: We also define the scattering solutions and scattering coefficients as if (1.6) were the equation of interest rather than (1.2). The Riemann–Hilbert problem relating the usual Faddeev solutions, as studied since the seminal papers by Faddeev\(^{15}\) and Deift and Trubowitz\(^{16}\) and the Marchenko integral equations obtained by Fourier transformation are derived for quantities that are primarily connected with (1.6). The relationships between the two approaches are explained in detail. The advantage of the new approach lies in the behavior as \( E \to \pm m \). In this case, (1.2) approaches two copies of the 1-D Schrödinger equation on the line with real potential \( Q(x) \), whereas (1.6) tends to a nonselfadjoint matrix Schrödinger equation that also involves \( P(x) \). In principle, this new approach could also have been applied to the case \( m = 0 \), a possibility not observed before. It might then be comparatively easy to study the behavior of the solutions of (1.2) as \( m \to 0^+ \).

Let us discuss briefly some of the differences between Ref. 10 and the present paper. In Refs. 9 and 10 the \( E \) and \( k \) variables are transformed into the complex \( z \) variable by the conformal mapping \( z = E + k = m^2((E - k) \), where \( m = 1 \) in Ref. 10. The complex \( z \)-plane is then divided into the regions \( \mathcal{U}_\pm = \{z \in \mathbb{C} : \text{Re}(z) > m \text{ and } \text{Im}(z) > 0\} \) and \( \mathcal{U}_\mp = \{z \in \mathbb{C} : \text{Re}(z) < m \text{ and } \text{Im}(z) > 0\} \), separated by \( \Sigma = \{z \in \mathbb{C} : \text{Re}(z) = m\} \cup \{i \mathbb{R}\} \). The inverse scattering problem is then posed as a vector Riemann–Hilbert problem on the curve \( \Sigma \) that relates vector functions analytic in \( \mathcal{U}_+ \) to vector functions analytic in \( \mathcal{U}_- \). The unfamiliarity of the curve \( \Sigma \), however, makes it hard to replace these Riemann–Hilbert problems by equivalent integral equations. For this reason we have decided not to use the \( z \) variable.

Let us now discuss the contents of this article. In Sec. II we introduce and study the scattering solutions and their asymptotic properties as \( |E| \to \infty \). We also derive the continuity of the scattering solutions for (1.6) as \( E \to \pm m \). In Sec. III we introduce and study the scattering coefficients and their asymptotics as \( |E| \to \infty \). Their behavior as \( E \to \pm m \) is also obtained. Their asymptotics as \( E \to 0 \) is found using the recent results in Ref. 17. It follows in particular that the scattering matrix is unitary if \( E \in [-m,m] \), something that can also be derived from results in Ref. 10, and has certain contriactivity and expansivity properties if \( E \in \mathbb{R}\setminus[-m,m] \) and \( P(x) \) does not change sign. In Sec. IV an idea by Weiss and Scharf\(^{15}\) is employed to derive Marchenko integral equations for (1.6), both in the absence and in the presence of (finitely many) discrete eigenvalues. Any solution of one of the two coupled systems of two Marchenko integral equations allows one to uniquely determine the potentials \( P(x) \) and \( Q(x) \), provided the second one of the pair of functions being a solution has its values in \((-1,1)\). In Sec. V we relate, as in Ref. 7, the unique solvability of either of the systems of Marchenko equations to the existence of a canonical Wiener–Hopf factorization of a \( 2 \times 2 \) matrix function on the line.

II. JOST SOLUTIONS AND FADDEEV FUNCTIONS

In this section we introduce various scattering solutions for (1.2) and (1.6) and study their symmetry and asymptotic properties.

A. Analyticity and symmetry properties

Let \( P, Q \in L^1(\mathbb{R}) \). Then the Jost solutions \( f_{\pm}^J(E,x) \) and \( f_{\mp}^J(E,x) \) satisfy the integral equations

\[
f_{\pm}^J(E,x) = e^{iEx} + \frac{1}{E} \int_x^\infty dy \sin(E(y-x)) \left[ \pm i k(E)P(y) + Q(y) \right] f_{\mp}^J(E,x); \tag{2.1}
\]
Using the $2 \times 2$ matrix $\Xi(E,x)$ introduced in (1.7), these integral equations are easily transformed into the pairs of coupled integral equations,

$$
\begin{bmatrix}
 f_{11}(E,x) \\
 f_{12}(E,x)
\end{bmatrix} = \frac{\cos(Ex)}{k(E)} \begin{bmatrix}
 \sin(Ex) \\
 \cos(Ex)
\end{bmatrix} + \int_{x}^{\infty} dy \frac{\sin(E(y-x))}{E} \Xi(E,y) \begin{bmatrix}
 f_{11}(E,y) \\
 f_{12}(E,y)
\end{bmatrix};
$$

$$
\begin{bmatrix}
 f_{21}(E,x) \\
 f_{22}(E,x)
\end{bmatrix} = \frac{\cos(Ex)}{k(E)} \begin{bmatrix}
 \sin(Ex) \\
 \cos(Ex)
\end{bmatrix} + \int_{-\infty}^{x} dy \frac{\sin(E(x-y))}{E} \Xi(E,y) \begin{bmatrix}
 f_{11}(E,y) \\
 f_{12}(E,y)
\end{bmatrix}.
$$

Defining the Faddeev functions $m_1^\pm(E,x)$ and $m_2^\pm(E,x)$ by

$$
m_1^\pm(E,x) = e^{-iEx}f_1^\pm(E,x), \quad m_2^\pm(E,x) = e^{iEx}f_2^\pm(E,x),
$$

we get from (2.1) and (2.2) the Volterra integral equations,

$$
m_1^\pm(E,x) = 1 + \int_{x}^{\infty} dy \frac{e^{2iE(x-y)}-1}{2iE} [\pm i k(E)P(y) + Q(y)]m_1^\pm(E,y);
$$

$$
m_2^\pm(E,x) = 1 + \int_{-\infty}^{x} dy \frac{e^{2iE(x-y)}-1}{2iE} [\pm i k(E)P(y) + Q(y)]m_2^\pm(E,y).
$$

Using (1.5), these are transformed into the pairs of coupled integral equations:

$$
\begin{bmatrix}
 m_{11}(E,x) \\
 m_{12}(E,x)
\end{bmatrix} = \begin{bmatrix}
 1 \\
 0
\end{bmatrix} + \int_{x}^{\infty} dy \frac{e^{2iE(x-y)}-1}{2iE} \Xi(E,y) \begin{bmatrix}
 m_{11}(E,y) \\
 m_{12}(E,y)
\end{bmatrix};
$$

$$
\begin{bmatrix}
 m_{21}(E,x) \\
 m_{22}(E,x)
\end{bmatrix} = \begin{bmatrix}
 1 \\
 0
\end{bmatrix} + \int_{-\infty}^{x} dy \frac{e^{2iE(x-y)}-1}{2iE} \Xi(E,y) \begin{bmatrix}
 m_{11}(E,y) \\
 m_{12}(E,y)
\end{bmatrix}.
$$

By differentiation with respect to $x$ we obtain

$$
\begin{bmatrix}
 m_{11}'(E,x) \\
 m_{12}'(E,x)
\end{bmatrix} = -\int_{x}^{\infty} dy e^{2iE(y-x)} \Xi(E,y) \begin{bmatrix}
 m_{11}(E,y) \\
 m_{12}(E,y)
\end{bmatrix};
$$

$$
\begin{bmatrix}
 m_{11}'(E,x) \\
 m_{12}'(E,x)
\end{bmatrix} = \int_{-\infty}^{x} dy e^{2iE(x-y)} \Xi(E,y) \begin{bmatrix}
 m_{11}(E,y) \\
 m_{12}(E,y)
\end{bmatrix}.
$$

In the next theorem we state the analyticity and continuity properties of $m_{11}(E,x)$, $m_{12}(E,x)$, $f_{11}(E,x)$, $f_{12}(E,x)$ and their derivatives ($s=1,2$). Such results will then also hold for $m_1^\pm(E,x)$, $m_2^\pm(E,x)$, $f_1^\pm(E,x)$, $f_2^\pm(E,x)$ and their derivatives.

**Theorem 2.1:** Assume $P, Q \in L^1(\mathbb{R})$. Then the following is true.

1. For $x \in \mathbb{R}$ and $s=1,2$, the functions $m_{1s}(E,x)$, $m_{2s}(E,x)$, $m_{1s}'(E,x)$ and $m_{2s}'(E,x)$ are analytic in $\mathbb{C}^+$ and continuous in $\mathbb{C}^+ \setminus \{0\}$. Consequently, for each $x \in \mathbb{R}$ and $s=1,2$ the transformed Jost solutions $f_{1s}(E,x)$ and $f_{2s}(E,x)$ and their derivatives $f_{1s}'(E,x)$ and $f_{2s}'(E,x)$ are analytic in $\mathbb{C}^+$ and continuous in $\mathbb{C}^+ \setminus \{0\}$.

2. If $P, Q \in L^1(\mathbb{R})$, the continuity of the functions in (i) extends to $\mathbb{C}^+$. 
Proof: Let $E \in \mathbb{C}^+$. For large $|E|$ it is expedient to iterate the four integral equations (2.4) and (2.5) for $m_1^\pm(E,x)$ and $m_2^\pm(E,x)$, while it is more convenient to iterate the two systems (2.6) and (2.7) as $E \to \pm m$.

First, using the estimate

$$\sqrt{|E|^2 - m^2}|k(E)| \leq \sqrt{|E|^2 + m^2},$$

one obtains the auxiliary upper bounds:

$$\left| \frac{e^{2iE|x-y|} - 1}{2iE} \left[ \pm i k(E) P(y) + Q(y) \right] \right| \leq \begin{cases} 2|P(y)| + \frac{1}{m} |Q(y)|, & |E| \geq m, \\ (mv^2 |P(y)| + |Q(y)|)/|E|, & |E| \leq m, \\ |y-x| [mv^2 |P(y)| + |Q(y)|], & |E| \leq m. \end{cases}$$

In analogy with Refs. 15 and 16 we obtain the estimates

$$|m_1^\pm(E,x)| \leq \begin{cases} \exp \left[ 2 \|P\|_1 + \frac{1}{m \|Q\|_1} \right], & |E| \geq m, \\ \exp(\max(0, -x) \exp(\max(0, -x) \exp(\max(0, -x) \exp(mv^2 \|P\|_1, 1, 1))\|Q\|_1)) \right], & |E| \leq m, \\ \max(2, mv^2, 1/m), & |E| \leq m, \end{cases}$$

and hence

$$\max(|m_1^\pm(E,x)|, |m_2^\pm(E,x)|) \leq c_2;$$

$$\max(|m_1^\pm(E,x)|, |m_2^\pm(E,x)|) \leq c_1 c_2 \left( \max(0, -x) \max(0, -x) \right);$$

where $c_2 = e^{c_1 (\|P\|_1 + \|Q\|_1)}$ and $c_1 = \max(2, mv^2, 1/m)$, as well as

$$m_1^\pm(E,x) \leq [1 + \max(0, -x)] e^{c_1 (\|P\|_1, 1, 1)};$$

$$m_2^\pm(E,x) \leq c_1 c_3 \left( \max(0, -x) \max(0, -x) \right);$$

where $c_3 = e^{c_1 (\|P\|_1, 1, 1)}$. The proof for $m_1^\pm(E,x)$ and $m_2^\pm(E,x)$, where (2.10) and (2.11) hold with $\max(0, -x)$ replaced by $\max(0, 0)$, is similar.

Next, the derivation of the analyticity of $m_{1s}(E,x)$ and $m_{2s}(E,x)$ and their derivatives in a neighborhood of $\pm m$ in $\mathbb{C}^+$ for $s = 1, 2$ is analogous. Here one employs the following estimate for the Euclidean norm of the matrix $\Xi(E,x)$:

$$\|\Xi(E,x)\| \leq 2 |Q(x)| + (1 + |k(E)|^2) |P(x)|,$$

which completes the proof. \qed

When $P, Q \in L_1^1(\mathbb{R})$, we find as $E \to 0$,

$$m_1^\pm(0,x) = 1 + \int_x^\infty dy (y-x) [Q(y) \mp mP(y)] m_1^\pm(0,y);$$

$$m_2^\pm(0,x) = 1 + \int_{-\infty}^x dy (x-y) [Q(y) \mp mP(y)] m_2^\pm(0,y).$$

Then (2.12) and (2.13) are the integral equations for the zero energy Jost functions of the usual 1-D Schrödinger equation with potential $Q(x) \mp mP(x)$. We will call $Q \mp mP$ an exceptional potential (for the usual Schrödinger equation) if there exists a nonzero (real) constant $\gamma^\pm$ such that
\[
\gamma^\pm = \frac{m_1^\pm(0,x)}{m_r^\pm(0,x)} = \frac{f_1^\pm(0,x)}{f_r^\pm(0,x)}.
\]

Otherwise \( Q \equiv mP \) is called a generic potential. Obviously, (2.12) and (2.13) can be transformed into the pairs of coupled integral equations

\[
\begin{align*}
[m_{11}(0,x) & \quad 1 + \int_x^\infty dy \, (y-x) \begin{bmatrix} Q(y) & m^2P(y) \end{bmatrix} \begin{bmatrix} m_{11}(0,y) \\ m_{12}(0,y) \end{bmatrix}] = 0, \\
[m_{21}(0,x) & \quad 1 + \int_x^\infty dy \, (y-x) \begin{bmatrix} Q(y) & m^2P(y) \end{bmatrix} \begin{bmatrix} m_{21}(0,y) \\ m_{22}(0,y) \end{bmatrix}] = 0.
\end{align*}
\]

The complicated conjugation symmetry properties of \( k(E) \) make it hazardous to state conjugation symmetry properties for \( f_1^\pm(E,x) \), \( f_r^\pm(E,x) \), \( m_1^\pm(E,x) \), and \( m_r^\pm(E,x) \) directly. However, since \( k(-\bar{E})^2 = k(E)^2 \), we immediately have for \( s = 1,2 \),

\[
f_1^s(-\bar{E},x) = f_1^s(E,x), \quad f_r^s(-\bar{E},x) = f_r^s(E,x),
\]

and similarly for \( m_1^s(E,x) \) and \( m_r^s(E,x) \) where \( s = 1,2 \). Now note that \((k(E)/E) > 0\) for \( E \in \mathbb{R}[\pm m,m] \) and \( k(E) \) is positive imaginary for \( E \in (-m,m) \). Thus \( k(-\bar{E}) = -k(E) \) for \( E \in \mathbb{C}_+^* \). Using the identities \( f_1^\pm(E,x) = f_{11}(E,x) \pm ik(E)f_{12}(E,x) \) and similarly for \( f_r^\pm(E,x) \), we obtain

\[
\begin{align*}
f_1^-(-\bar{E},x) = f_1^+(E,x),
\end{align*}
\]

Similar relations hold for \( m_1^\pm(E,x) \) and \( m_r^\pm(E,x) \).

**B. Large-E asymptotics**

To study the large-\( E \) asymptotics of the Jost solutions, we define

\[
\eta_1^\pm(E,x) = e^{\pm \xi(x)} m_1^\pm(E,x) = e^{-iEx \pm \xi(x)} f_1^\pm(E,x); \quad \eta_r^\pm(E,x) = e^{\pm p \bar{\xi}(x)} m_r^\pm(E,x) = e^{iEx \pm p \bar{\xi}(x)} f_r^\pm(E,x),
\]

where

\[
\xi(x) = \frac{1}{2} \int_x^\infty dz \, P(z), \quad p = \frac{1}{2} \int_{-\infty}^x dz \, P(z).
\]

**Theorem 2.2:** Let \( P, Q \in L^1(\mathbb{R}) \). Then the following statements are true.

(i) For each \( x \in \mathbb{R} \), the functions \( \eta_1^\pm(E,x) \) and \( \eta_r^\pm(E,x) \) are analytic in \( \mathbb{C}_+^* \), are continuous in \( \mathbb{C}_+^\times \{0\} \), and we have for some constant \( C \) not depending on \( k \) and \( x \),

\[
|\eta_1^\pm(E,x)| \leq Ce^{C|E|}, \quad |\eta_r^\pm(E,x)| \leq Ce^{C|E|}, \quad E \in \mathbb{C}_+^\times \{0\}.
\]

Further, as \( |E| \to \infty \) in \( \mathbb{C}_+^* \) we have

\[
\eta_1^\pm(E,x) = 1 + o(1), \quad \eta_r^\pm(E,x) = 1 + o(1);
\]

\[
\eta_1^{\pm'}(E,x) = o(E), \quad \eta_r^{\pm'}(E,x) = o(E).
\]
(ii) If \( P, Q \in L^1_1(\mathbb{R}) \), the continuity of the functions in (i) extends to \( \overline{E^+} \). Moreover, for \( E \in \overline{E^+} \) we have

\[
| \eta_t^\pm(E,x) | \leq C[1 + \max(0, -x)], \quad | \eta_t^\pm(E,x) | \leq C[1 + \max(0,x)].
\]

**Proof:** Letting \( z(E,x) = \eta_t^\pm(E,x) - 1 \), we obtain

\[
z(E,x) = z_0(E,x) + \int_x^\infty dy \frac{e^{2iE(y-x)}}{2iE} e^{\pm[i(\xi_x-\xi_y)]} [ \pm i k(E)P(y) + Q(y) ] z(E,y),
\]

where

\[
z_0(E,x) = \int_x^\infty dy \frac{e^{2iE(y-x)}}{2iE} e^{\pm[i(\xi_x-\xi_y)]} Q(y)
\]

\[
+ \frac{k(E)}{2E} \int_x^\infty dy e^{2iE(y-x)} e^{\pm[i(\xi_x-\xi_y)]} P(y) + \left[ 1 - \frac{k(E)}{E} \right] [ e^{\pm \xi_x} - 1 ].
\]

Then the Riemann–Lebesgue lemma implies that \( \sup_{t \geq 1} | z_0(E,t) | \) vanishes as \( E \to \pm \infty \). Iterating (2.23) we now see that \( z(E,x) \) is uniformly bounded in \( \overline{E^+} \) for \( |E| \geq a > 0 \) for each \( x \in \mathbb{R} \) and \( a > 0 \). Using a Phragmen–Lindelöf theorem (cf. Ref. 18) we conclude that \( z(E,x) \) vanishes as \( E \to \infty \) in \( \overline{E^+} \).

To prove (2.22) we introduce the function

\[
\xi_t^\pm(E,x) = \frac{1}{iE} m_t^{\pm'}(E,x)e^{\pm \xi_x} = \frac{1}{2iE} \left[ \pm P(x) \eta_t^\pm(E,x) + 2 \eta_t^\pm(E,x) \right].
\]

From (2.8) and (2.17) we get

\[
\xi_t^\pm(E,x) = \int_x^\infty dy e^{2iE(y-x)} \left[ \frac{k(E)}{E} P(y) + \frac{i}{E} Q(y) \right] e^{\pm[i(\xi_x-\xi_y)]} \eta_t^\pm(E,y). \tag{2.24}
\]

Thus, using (2.20), we see that the integrand on the right-hand side of (2.24) is bounded by the integrable function \( C_a[|P(y)| + |Q(y)|] \), uniformly in \( x \in \mathbb{R} \) and \( E \in \overline{E^+} \) for \( |E| \geq a > 0 \) and each \( a > 0 \), where the constant \( C_a \) does not depend on \( x \) and \( E \). By the Riemann–Lebesgue lemma, we conclude that the right-hand side of (2.24) is \( o(1) \) as \( E \to \pm \infty \), so that by a Phragmen–Lindelöf theorem (cf. Ref. 18) we see that the left-hand side of (2.24) is \( o(1) \) as \( E \to \infty \) in \( \overline{E^+} \). Consequently, \( \xi_t^\pm(E,x) = o(1) \) as \( E \to \infty \) in \( \overline{E^+} \), which implies (2.22) for \( \eta_t^\pm(E,x) \). The proof for \( \eta_t^\pm(E,x) \) and \( \eta_t^\pm(E,x) \) is similar. □

To study the inverse scattering problem for (1.2), as in Ref. 7 we strengthen Theorem 2.2 by making additional assumptions on \( P \) and \( Q \). In fact, we assume that \( P \) is absolutely continuous, and define the two auxiliary potential functions,

\[
W^\pm(x) = Q(x) \mp \frac{1}{2} P'(x) - \frac{i}{2} P(x)^2. \tag{2.25}
\]

Using (1.2)–(1.4) we obtain for \( x \in \mathbb{R} \),

\[
\eta_t^\pm(E,x) + [2iE \pm P(x)] \eta_t^\pm(E,x) = \left[ W^\pm(x) \mp i(E - k(E))P(x) \right] \eta_t^\pm(E,x), \tag{2.26}
\]

\[
\eta_t^\pm(E, + \infty) = 1, \quad \eta_t^\pm(E, + \infty) = 0, \tag{2.27}
\]

where \( W^\pm(x) \) is given by (2.25). Multiplying (2.26) by \( \mu_t^\pm(E,x) = e^{2iEx \mp 2i\xi_x} \), we obtain for \( x \in \mathbb{R} \),
where we have defined

\[ \eta^{-}(E,x) = \frac{1}{2iE} \left( e^{2iE(x-y)} - 1 \right) \int_{y}^{x} dz \, e^{2iE(z-y)} \frac{1}{P(z)}. \] (2.31)

Similarly, using (1.2)–(1.4), (2.17)–(2.19), and (2.25) we obtain

\[ \eta^{-}(E,x) - [2iE \pm P(x)] \eta^{-}(E,x) = [\widetilde{W^{-}}(x) \pm i(E-k(E))P(x)] \eta^{-}(E,x), \] (2.32)

\[ \eta^{-}(E,-\infty) = 1, \quad \eta^{-}(E,-\infty) = 0. \] (2.33)

Integrating (2.32) twice and using (2.33) we first get

\[ \eta^{-}(E,x) = \int_{-\infty}^{x} dy \, e^{2iE(x-y)} \frac{1}{P(z)} [\widetilde{W^{-}}(y) \pm i(E-k(E))P(y)] \eta^{-}(E,y), \] and subsequently

\[ \eta^{-}(E,x) = 1 + \int_{-\infty}^{x} dy \, G_{-}^{-}(E,x,y) [\widetilde{W^{-}}(y) \pm i(E-k(E))P(y)] \eta^{-}(E,y), \] (2.34)

where we have defined

\[ G_{-}^{-}(E; x, y) = \int_{y}^{x} dz \, e^{2iE(z-y)} \frac{1}{P(z)} \int_{z}^{x} dy \, e^{2iE(y-z)} \frac{1}{P(y)} . \]

Let us now employ the integral equations (2.30) and (2.34) to derive asymptotic expressions for \( \eta^{\pm}(E,x) \) and \( \eta^{-}(E,x) \) as \( E \to \infty \) in \( \mathbb{C}^+ \).

**Theorem 2.3:** (1) Assume \( P \in L^{1}(\mathbb{R}) \) and \( Q \in L^{1}(\mathbb{R}) \). Then, for each fixed \( x \in \mathbb{R} \), the functions \( \eta^{\pm}(E,x) \) and \( \eta^{-}(E,x) \) are analytic in \( \mathbb{C}^+ \) and continuous in \( \overline{\mathbb{C}}^+ \), and

\[ \eta^{\pm}(E,x) = 1 + o(1), \quad \eta^{-}(E,x) = 1 + o(1), \quad E \to \infty \text{ in } \mathbb{C}^+. \]

(2) Assume that \( W^{+}, W^{-} \in L^{1}(\mathbb{R}) \). Then as \( E \to \infty \) in \( \overline{\mathbb{C}}^+ \) we have

\[ \eta^{\pm}(E,x) = 1 + O(1/E), \quad \eta^{-}(E,x) = 1 + O(1/E). \] (2.35)
(3) If further we assume $P \in L_1^2(\mathbb{R})$, $Q \in L_1^1(\mathbb{R})$ and $W^\pm \in L_1^1(\mathbb{R})$, then

$$\eta_i^\pm(E,x) = 1 - \frac{\int_{x}^{\infty} dz \ W^\pm(z)}{2iE} + O(1/|E|^2), \quad E \to \infty \text{ in } \mathbb{C}^+, \quad (2.36)$$

$$\eta_i^\pm(E,x) = 1 - \frac{\int_{x}^{\infty} dz \ W^\pm(z)}{2iE} + O(1/|E|^2), \quad E \to \infty \text{ in } \mathbb{C}^+. \quad (2.37)$$

**Proof:** We only prove (2.35), (2.36) and (2.37), because the rest of the proof is given in Theorem 3.1 of Ref. 6. Note that (2.31) implies for $y \geq x$,

$$|G_i^\pm(E;x,y)| \leq \frac{C}{|E|}, \quad E \in \mathbb{C}^+ \setminus \{0\}, \quad (28.38)$$

where $C = \frac{1}{2} \left(1 + (1 + ||P||_1)e^{||P||_1}\right)$. Thus, iterating (2.30) and using (2.38) we obtain

$$|\eta_i^\pm(E,x) - 1| \leq \frac{C}{|E|} \left(\int_{x}^{y} dt \ (|W^\pm(t)| + m|P(t)|)\right) \exp\left(\int_{x}^{y} dz \ (|W^\pm(z)| + m|P(z)|)\right),$$

where $E \in \mathbb{C}^+ \setminus \{0\}$ and $|E| \geq m$. This implies (2.35) for $\eta_i^\pm(E,x)$ whenever $W^\pm \in L^1(\mathbb{R})$. The proof of (2.35) for $\eta_i^\pm(E,x)$ is obtained in a similar manner. To prove (2.36) we obtain from (2.30),

$$\eta_i^\pm(E,x) = 1 + \int_{x}^{\infty} dy \ G_i^\pm(E;x,y) [W^\pm(y) \mp i(E-k(E))P(y)]$$

$$+ \int_{x}^{\infty} dy \ G_i^\pm(E;x,y) [W^\pm(y) \mp i(E-k(E))P(y)]$$

$$\times \int_{y}^{\infty} dz \ G_i^\pm(E;y,z) [W^\pm(z) \mp i(E-k(E))P(z)] \eta_i^\pm(E,z). \quad (2.39)$$

Using (2.36) and the inequality

$$|E-k(E)| \leq \frac{m^2}{|E|}, \quad |E| \geq m,$$

we obtain from (2.39),

$$\eta_i^\pm(E,x) = 1 + \int_{x}^{\infty} dy \ G_i^\pm(E;x,y) W^\pm(y) + O\left(\frac{1}{|E|^2}\right), \quad (2.40)$$

as $E \to \infty$ in $\mathbb{C}^+$. Substituting (2.31) into (2.40) and integrating by parts we obtain (2.36). The proof of (2.37) is analogous. \qed

### III. SCATTERING COEFFICIENTS

In this section we introduce various scattering coefficients as well as the scattering matrix for (1.2) and (1.6) and study their symmetry, asymptotic and unitarity and contractivity properties.

#### A. Wronskian relations and symmetry properties

Let $[f;g] = fg' - f'g$ denote the Wronskian. Then from (1.3) and (1.4) as $x \to \pm \infty$ we get

$$[f_i^\pm(E,x); f_i^\pm(E,x)] = -2iEa_i^\pm(E) = -2iEa_i^\pm(E). \quad (3.1)$$
where (3.1) holds for $E \in \mathbb{C}^+$. Consequently, $a^\pm_r(E) = a^\pm_E(E)$, which we now denote by $a^\pm(E)$. From (1.8) and (1.9) we now easily obtain

$$a_s(-\bar{E}) = a_s(E), \quad E \in \mathbb{C}^+; \quad (3.2)$$

$$b_{ts}(-\bar{E}) = b_{ts}(E), \quad b_{rs}(-\bar{E}) = b_{rs}(E), \quad E \in \mathbb{R}, \quad (3.3)$$

where $s = 1, 2$. Using (1.3), (1.4), and (2.16) we easily obtain

$$a^\pm(-\bar{E}) = a^\pm(E), \quad E \in \mathbb{C}^+; \quad (3.4)$$

$$b^\pm_t(-\bar{E}) = b^\pm_t(E), \quad b^\pm_r(-\bar{E}) = b^\pm_r(E), \quad E \in \mathbb{R}. \quad (3.5)$$

Next, if one assumes that $a^\pm(E) \neq 0$ and defines the transmission coefficients by $T^\pm(E) = a^\pm(E)^{-1}$, the reflection coefficients from the left by $L^\pm(E) = b^\pm_l(E)/a^\pm(E)$, and the reflection coefficients from the right by $R^\pm(E) = b^\pm_r(E)/a^\pm(E)$, then, if $P, Q \in L^1(\mathbb{R})$ [\$P, Q \in L^1(\mathbb{R})$, respectively], the function $Ea^\pm(E) = E/T^\pm(E)$ is analytic in $\mathbb{C}^+$ and continuous in $\mathbb{C}^+ \setminus \{0\} \ [\mathbb{C}^+$, respectively] and the functions $Eb^\pm(E) = EL^\pm(E)/T^\pm(E)$ and $Eb^\pm(E) = ER^\pm(E)/T^\pm(E)$ are continuous in $\mathbb{R} \setminus \{0\} \ [\mathbb{R}$, respectively]. In terms of the reflection and transmission coefficients we define the scattering matrix by

$$S^\pm(E) = \begin{bmatrix} T^\pm(E) & R^\pm(E) \\ L^\pm(E) & T^\pm(E) \end{bmatrix}. \quad (3.6)$$

Let $E \in \mathbb{R} \setminus [-m, m]$. Then $k(-E) = -k(E)$ is real. Thus $f^\pm_t(E,x), f^\pm_r(E,x), f^\pm_t(-E,x)$ and $f^\pm_r(-E,x)$ all satisfy (1.2) and hence their Wronskians are independent of $x$. Using (1.3) and (1.4) we get

$$[f^\pm_t(E,x); f^\pm_t(-E,x)] = -2iE = -2iE[a^\pm_t(E)a^\pm_t(-E) - b^\pm_t(E)b^\pm_t(-E)],$$

$$[f^\pm_t(E,x); f^\pm_r(-E,x)] = -2iEb^\pm_t(-E) = 2iEb^\pm_t(E),$$

$$[f^\pm_r(E,x); f^\pm_t(-E,x)] = -2iEb^\pm_t(E) = 2iEb^\pm_t(-E),$$

$$[f^\pm_r(E,x); f^\pm_r(-E,x)] = 2iE[a^\pm_r(E)a^\pm_r(-E) - b^\pm_r(E)b^\pm_r(-E)] = 2iE,$$

where the behavior as $x \to +\infty$ is given first and then the behavior as $x \to -\infty$. As a result, we get

$$S^\pm(E)^{-1} = S^\mp(-E). \quad (3.7)$$

From (1.3), (1.4), and (3.6) we obtain

$$\begin{bmatrix} f^\pm_t(-E,x) \\ -f^\pm_r(-E,x) \end{bmatrix} = S^\pm(E) \begin{bmatrix} f^\pm_t(E,x) \\ -f^\pm_r(E,x) \end{bmatrix}. \quad (3.8)$$

Let $E \in (-m,m)$. Then $k(-E) = k(E)$ is positive imaginary. Thus $f^\pm_t(E,x), f^\pm_r(E,x), f^\pm_t(-E,x)$ and $f^\pm_r(-E,x)$ all satisfy (1.2) and hence their Wronskians are independent of $x$. Using (1.3) and (1.4) we get

$$[f^\pm_t(E,x); f^\pm_t(-E,x)] = -2iE = -2iE[a^\pm_t(E)a^\pm_t(-E) - b^\pm_t(E)b^\pm_t(-E)],$$

$$[f^\pm_t(E,x); f^\pm_r(-E,x)] = -2iEb^\pm_t(-E) = 2iEb^\pm_t(E),$$

$$[f^\pm_r(E,x); f^\pm_t(-E,x)] = -2iEb^\pm_t(E) = 2iEb^\pm_t(-E),$$

$$[f^\pm_r(E,x); f^\pm_r(-E,x)] = 2iE[a^\pm_r(E)a^\pm_r(-E) - b^\pm_r(E)b^\pm_r(-E)] = 2iE,$$
where the behavior as \( x \to + \infty \) is given first and then the behavior as \( x \to - \infty \). As a result, we get
\[
S^\pm(E)^{-1} = S^\pm(-E).
\]
Equation (3.9)

From (1.3), (1.4), and (3.6) we obtain
\[
\begin{bmatrix}
  f^+_f(-E,x) \\
  -f^-_f(-E,x)
\end{bmatrix}
= S^\pm(E)
\begin{bmatrix}
  f^+_f(E,x) \\
  -f^-_f(E,x)
\end{bmatrix}.
\]
Equation (3.10)

When \( E \in \{-m,m\} \), the \( \pm \) equations (1.2) are identical and the boundary conditions (1.3) do not distinguish between the \( \pm \) versions of (1.2). It then follows that
\[
\begin{align*}
  f_{11}(m,x) &= f^+_f(m,x) = f^-_f(m,x), \\
  f_{11}(-m,x) &= f^+_f(-m,x) = f^-_f(-m,x), \\
  f_{11}(m,x) &= f^+_f(m,x) = f^-_f(m,x), \\
  f_{11}(-m,x) &= f^+_f(-m,x) = f^-_f(-m,x),
\end{align*}
\]
which implies
\[
\begin{align*}
  a_1(m) &= a^+(m) = a^-(m), \\
  a_1(-m) &= a^+(m) = a^-(m), \\
  b_{11}(m) &= b^+(m) = b^-(m), \\
  b_{11}(-m) &= b^+(m) = b^-(m), \\
  b_{11}(m) &= b^+(m) = b^-(m), \\
  b_{11}(-m) &= b^+(m) = b^-(m).
\end{align*}
\]
Hence, \( S^+(m) = S^-(m) \) and \( S^+(m) = S^-(m) \) are both unitary matrices, provided \( a_1(m) = a^+(m) \neq 0 \). The behavior of \( a_2(E), b_2(E) \), and \( b_2(E) \) as \( E \to \pm m \) will be given by (3.20).

Finally, for \( E \in \mathbb{R} \setminus \{-m,m\} \) and under the assumption that \( a^\pm(E) \neq 0 \) for every \( E \in \mathbb{R} \), we introduce the modified scattering matrix,
\[
\tilde{S}(E) = \tilde{M}(E)(S^+(E) \oplus S^-(E))\tilde{M}(E)^{-1},
\]
where
\[
\tilde{M}(E) = \frac{1}{2ik(E)}
\begin{bmatrix}
  ik(E) & 0 & ik(E) & 0 \\
  0 & ik(E) & 0 & ik(E) \\
  1 & 0 & -1 & 0 \\
  0 & 1 & 0 & -1
\end{bmatrix};
\]
\[
\tilde{M}(E)^{-1} =
\begin{bmatrix}
  1 & 0 & ik(E) & 0 \\
  0 & 1 & 0 & ik(E) \\
  1 & 0 & -ik(E) & 0 \\
  0 & 1 & 0 & -ik(E)
\end{bmatrix}.
\]

Using that
\[
\tilde{S}(E) =
\begin{bmatrix}
  T_1(E) & R_1(E) & -k(E)^2T_2(E) & -k(E)^2R_2(E) \\
  L_1(E) & T_1(E) & -k(E)^2L_2(E) & -k(E)^2T_2(E) \\
  T_2(E) & R_2(E) & T_1(E) & R_1(E) \\
  L_2(E) & T_2(E) & L_1(E) & T_1(E)
\end{bmatrix},
\]
Equation (3.12)

we obtain from (3.8) and (3.10) the following Riemann–Hilbert problem valid for both \( E \in \mathbb{R} \setminus \{-m,m\} \) and \( E \in (-m,m) \):
One easily proves that \( \tilde{S}(E)^{-1} = \tilde{S}(E) \), both for \( E \in (-m,m) \) and for \( E \in \mathbb{R} \setminus [-m,m] \).

**B. Various asymptotic properties**

**Theorem 3.1:** Let \( P, Q \in L^1(\mathbb{R}) \). Then

\[
\alpha^\pm(E)e^{\pm p} = 1 + O \left( \frac{1}{|E|} \right), \quad E \to \pm \infty \quad \text{in} \quad \mathbb{C}^+; \tag{3.14}
\]

\[
b_r^\pm(E) = O \left( \frac{1}{|E|} \right), \quad b_r^\pm(E) = O \left( \frac{1}{|E|} \right), \quad E \to \pm \infty, \tag{3.15}
\]

where \( p \) is defined by (2.19).

**Proof:** From (3.1) we obtain

\[
2iEa_\pm(E)e^{\pm p} = [2iE \pm P(x)]\eta_\pm(E,x)\eta^\mp(E,x) + \eta_\pm(E,x)\eta^\mp(E,x) - \eta^\pm(E,x)\eta^\mp(E,x). \tag{3.16}
\]

Now (3.14) follows from (2.21), (2.22), and (3.16). Similarly, (3.15) follows with the help of

\[
-2iEb_r^\pm(E) = e^{-2iEx \pm p \pm 2\xi(x)} [\eta_r^\pm(E,x); \eta_r^\pm(-E,x)], \tag{3.17}
\]

and the analogous expression involving \( b_r^\pm(E) \).

Let us now consider the low energy asymptotics of the scattering coefficients. From Ref. 17 we get the following result, depending on whether we are in the generic or in the exceptional case. We let \( f_\pm(0,x) \) and \( f_\mp(0,x) \) stand for the zero energy Jost functions of the usual 1-D Schrödinger equation with potential \( Q(x) = mP(x) \) and \( \gamma^\pm \) for the quantity given by (2.14).

Using Theorem 2.2 of Ref. 17, with \( F(k) = k^2 + m^2 \), \( k_0 = i \omega \), \( S = \{ k \in \mathbb{C}^+: |k - im| \leq m \} \) and \( \mathcal{P}(k_0) = \mathcal{P}(i) \), we easily obtain the following result.

**Proposition 3.2:** Suppose \( P, Q \in L^1(\mathbb{R}) \).

(i) In the generic case we have

\[
T^\pm(E) = -\frac{2iE}{[f_\pm(0,x); f_\mp(0,x)]} + o(E), \quad E \to 0 \quad \text{in} \quad \mathbb{C}^+, \tag{3.18}
\]

\[
L^\pm(E) = -1 + o(1), \quad R^\pm(E) = -1 + o(1), \quad E \to 0 \quad \text{in} \quad \mathbb{R}.
\]

(ii) In the exceptional case we have

\[
T^\pm(0) = \frac{2\gamma^\pm}{\gamma^\pm+1}, \quad L^\pm(0) = \frac{\gamma^\pm - 1}{\gamma^\pm+1}, \quad R^\pm(0) = \frac{1 - \gamma^\pm}{\gamma^\pm+1}. \tag{3.19}
\]

Finally, we consider the behavior of the scattering coefficients as \( E \to \pm m \) in \( \mathbb{C}^+ \).

**Proposition 3.3:** Let \( P \in L^1_1(\mathbb{R}) \) and \( Q \in L^1_2(\mathbb{R}) \). Then the expressions

\[
\frac{a^+(E) - a^-(E)}{k(E)} , \quad \frac{b_r^+(E) - b_r^-(E)}{k(E)} , \quad \frac{b_r^+(E) - b_r^-(E)}{k(E)}, \tag{3.20}
\]
have finite limits as $E \to \pm m$, $E \in \mathbb{C}^\times$.

**Proof:** From (1.4), (2.3), (2.6), and (2.7) we have

$$
\begin{align*}
\frac{a_1(E)}{a_2(E)} &= \left[ 1 - \frac{1}{2iE} \int_{-\infty}^{\infty} dy \, \Xi(E, y) \frac{m_{11}(E, y)}{m_{12}(E, y)} \right], \\
\frac{b_{11}(E)}{b_{12}(E)} &= \frac{1}{2iE} \int_{-\infty}^{\infty} dy \, \Xi(E, y) \frac{m_{11}(E, y)}{m_{12}(E, y)}; \\
\frac{b_{r1}(E)}{b_{r2}(E)} &= \frac{1}{2iE} \int_{-\infty}^{\infty} dy \, e^{-2iE} \Xi(E, y) \frac{m_{11}(E, y)}{m_{12}(E, y)};
\end{align*}
$$

where the limits as $E \to \pm m$ from $\mathbb{C}^\times$ exist.

When $1/T^+(E)$ and $1/T^-(E)$ have a (necessarily common) nonzero limit as $E \to \pm m$, the next corollary is a restatement of Proposition 3.3.

**Corollary 3.4:** Let $P \in L^1_1(\mathbb{R})$ and $Q \in L^1_2(\mathbb{R})$ and suppose $1/T^+(E)$ and $1/T^-(E)$ have a nonzero limit as $E \to \pm m$ in $\mathbb{C}^\times$. Then the expressions

$$
\frac{T^+(E) - T^-(E)}{k(E)}, \quad \frac{L^+(E) - L^-(E)}{k(E)}, \quad \frac{R^+(E) - R^-(E)}{k(E)}
$$

have finite limits. Hence, $T_2(E) = [T^+(E) - T^-(E)]/2ik(E)$ and the analogous quantities $R_2(E)$ and $L_2(E)$ are continuous in $E \in \mathbb{R}$ if $T^+(E)$ is continuous in $E \in \mathbb{R}$.

**Proposition 3.5:** Assume $P \in L^1_1(\mathbb{R})$, $Q \in L^1_2(\mathbb{R})$, and $W^\pm \in L^1_2(\mathbb{R})$, and let $T^+(E)$ and $T^-(E)$ be continuous in $E \in \mathbb{R}$. Then the functions $L_1(E), L_2(E), k(E)^2L_2(E), R_1(E), R_2(E),$ and $k(E)^2R_2(E)$ belong to $L^2(\mathbb{R})$.

**Proof:** In view of Corollary 3.4 and the continuity of $T^\pm(E)$ in $E \in \mathbb{R}$, it suffices to study the asymptotic behavior of the above functions as $E \to \pm \infty$. From (2.36) and (2.37) we have as $E \to \pm \infty$,

$$
\eta_1^\pm(E, x) = \frac{W^\pm(x)}{2iE} + O\left( \frac{1}{|E|^2} \right), \quad \eta_r^\pm(E, x) = \frac{W^\pm(x)}{2iE} + O\left( \frac{1}{|E|^2} \right).
$$

Using (3.17) we find

$$
b_r^\pm(E) = \frac{R^\pm(E)}{T^\pm(E)} = O\left( \frac{1}{|E|^2} \right),
$$

and similarly for $L^\pm(E)/T^\pm(E)$. On the other hand, using (3.16) we get

$$
T^\pm(E) = e^{\mp E} \left[ 1 + \int_{-\infty}^{\infty} dz \frac{W^\pm(z)}{2iE} + O\left( \frac{1}{|E|^2} \right) \right],
$$

whence

$$
R^\pm(E) = O\left( \frac{1}{|E|^2} \right).
$$

A similar asymptotic expression can be derived for $L^\pm(E)$. This expression implies that $L_1(E), L_2(E), k(E)^2L_2(E)$ belong to $L^2(\mathbb{R})$. 

\[\Box\]
C. Unitarity and contractivity properties

Let \( E \in (-m,m) \). Then (1.2) is a pair of 1-D Schrödinger equations with real potentials and hence the scattering matrix \( S^\pm(E) \) is unitary (cf. Refs. 15 and 16). As a result, the reflection and transmission coefficients \( R^\pm(E) \), \( L^\pm(E) \), and \( T^\pm(E) \) are continuous in \( E \in (-m,m) \).

Let \( E \in \mathbb{R} \setminus [-m,m] \). Observe that if \( \psi(E,x) \) is a solution of the \( \pm \) version of (1.2) and \( \varphi(E,x) \) of the \( \mp \) version of (1.2), then

\[
\frac{d}{dx}[\psi(E,x);\varphi(E,x)] = \mp 2ik(E)\psi(E,x)\varphi(E,x). \tag{3.21}
\]

Hence two expressions of the Wronskian of \( \psi(E,x) \) and \( \varphi(E,x) \) can be found by examining their value as \( x \to \pm \infty \) and integrating with respect to \( x \). Using (2.16), (3.4), (3.5), and (3.21) we get

\[
[f^\pm_{\mp}(E,x);f^\pm_{\mp}(-E,x)] = \begin{cases} 
-2iE \pm 2ik(E) \int_x^\infty dy P(y)|f^\pm_{\mp}(E,y)|^2; \\
-2iE[|a^\mp(E)|^2 - |b^\mp(E)|^2] \mp 2ik(E) \int_{-\infty}^x dy P(y)|f^\pm_{\mp}(E,y)|^2,
\end{cases}
\tag{3.22}
\]

\[
[f^\pm_{\mp}(E,x);f^\pm_{\mp}(-E,x)] = \begin{cases} 
2iEb^\pm_{\mp}(E) \mp 2ik(E) \int_{-\infty}^x dy P(y)f^\pm_{\mp}(E,y)f^\pm_{\mp}(E,y); \\
-2iEb^\pm_{\mp}(E) \pm 2ik(E) \int_x^\infty dy P(y)f^\pm_{\mp}(E,y)f^\pm_{\mp}(E,y),
\end{cases}
\tag{3.23}
\]

\[
[f^\pm_{\mp}(E,x);f^\pm_{\mp}(-E,x)] = \begin{cases} 
2iE \mp 2ik(E) \int_{-\infty}^x dy P(y)|f^\pm_{\mp}(E,y)|^2; \\
2iE[|a^\mp(E)|^2 - |b^\mp(E)|^2] \pm 2ik(E) \int_{x}^{\infty} dy P(y)|f^\pm_{\mp}(E,y)|^2.
\end{cases}
\tag{3.24}
\]

Subtracting the two right-hand sides of each of (3.22)–(3.24), we get

\[
-1 + |a^\mp(E)|^2 - |b^\mp(E)|^2 = \mp \frac{k(E)}{E} \int_{-\infty}^{\infty} dy P(y)|f^\pm_{\mp}(E,y)|^2; \tag{3.25}
\]

\[
-b^\pm_{\mp}(E) - b^\pm_{\mp}(E) = \mp \frac{k(E)}{E} \int_{-\infty}^{\infty} dy P(y)f^\pm_{\mp}(E,y)f^\pm_{\mp}(E,y), \tag{3.26}
\]

\[
-1 + |a^\mp(E)|^2 - |b^\mp(E)|^2 = \mp \frac{k(E)}{E} \int_{-\infty}^{\infty} dy P(y)|f^\pm_{\mp}(E,y)|^2. \tag{3.27}
\]

From (3.25) and (3.27) it is clear that \( a^\pm(E) \neq 0 \) when \( (\mp P(x)) \equiv 0 \). In that case we define the matrix

\[
W^\pm(E) = \begin{pmatrix} 
\int_{-\infty}^{\infty} dy P(y)|f^\pm_{\mp}(E,y)|^2 & \int_{-\infty}^{\infty} dy P(y)f^\pm_{\mp}(E,y)f^\pm_{\mp}(E,y) \\
\int_{-\infty}^{\infty} dy P(y)f^\pm_{\mp}(E,y)f^\pm_{\mp}(E,y) & \int_{-\infty}^{\infty} dy P(y)|f^\pm_{\mp}(E,y)|^2
\end{pmatrix},
\]
and, provided $a^\pm(E) \neq 0$, derive the identity

$$\frac{k(E)}{E} |T^\pm(E)|^2 W^\pm(E) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} - S^\pm(E)^\dagger S^\pm(E),$$

which is nonnegative selfadjoint if $(\mp P(x)) \geq 0$. Here $\dagger$ denotes the conjugate transpose. Similarly, one proves that if $(\mp P(x)) \leq 0$ and the transmission coefficient $T^\pm(E)$ is well-defined, the scattering matrix $S^\pm(E)$ has a contractive inverse.

**D. Discrete eigenvalues**

The discrete eigenvalues of the pair of modified Schrödinger equations (1.2) coincide with those of the system (1.6). They form a finite or countably infinite subset of $\mathbb{C}^+$ of eigenvalues of finite algebraic multiplicity. The geometric multiplicity of the eigenvalues of either of the equations (1.2) is one, while that of (1.6) is at most two. They can only accumulate in a bounded interval of the real line, but not at points of $(-m,m)$. Accumulation as $E \to \infty$ is impossible because of (3.14). Accumulation at points of $(-m,m)$ is impossible, because the scattering matrix $S^\pm(E)$ is unitary if $E \in (-m,m)$.

The discrete eigenvalues are symmetrically located with respect to the imaginary axis, where the geometric and algebraic multiplicities of an eigenvalue at $E_0$ coincide with those at $-E_0$. This follows directly from (3.4)–(3.5). The net result is that the residues of $iT^\pm(E)$ at $E_0$ and $-E_0$ are complex conjugates.

For the problem (1.2) with $m = 0$, the properties of the discrete spectrum have been discussed in detail in Ref. 6. Many of these results also follow from spectral properties of certain operator pencils (cf. Ref. 19). If $m > 0$, most of those results are expected to go through, albeit in a slightly different form.

**IV. MARCHENKO EQUATIONS**

In this section we derive the Marchenko integral equations leading to the solution of the inverse scattering problem.

**A. Fourier transformation properties**

Let us apply the method of Ref. 13 to derive Marchenko integral equations to solve the inverse scattering problem. We begin by deriving some integral representations for the Jost solutions.

**Theorem 4.1:** Assume $P \in L^1_1(\mathbb{R})$, $Q \in L^1_1(\mathbb{R})$, and $W^\pm \in L^1_1(\mathbb{R})$. Then the Jost solutions $f_{r,s}(E,x)$ and $f_{l,s}(E,x)$ $(s = 1, 2)$ can be represented as follows:

$$f_{r,1}(E,x) = e^{-iEt} \cosh(p - \xi(x)) + \int_{-\infty}^{x} dt K_{r,1}(x,t)e^{-iEt},$$

$$f_{r,2}(E,x) = \int_{-\infty}^{x} dt K_{r,2}(x,t)e^{-iEt},$$

$$f_{l,1}(E,x) = e^{iEt} \cosh(\bar{\xi}(x)) + \int_{x}^{\infty} dt K_{l,1}(x,t)e^{iEt},$$

$$f_{l,2}(E,x) = \int_{x}^{\infty} dt K_{l,2}(x,t)e^{iEt},$$

where $K_{r,l}(x,t)$ and $K_{l,l}(x,t)$ $(s = 1, 2)$ are independent of $E$ and belong to $L^2(\mathbb{R})$ as functions of $t$ when $x \in \mathbb{R}$ is fixed.
Proof: Using (2.17), (2.18), (2.36), and (2.37) it follows that \( \tilde{f}_{11}(E,x) = f_{11}(E,x) - e^{iEx} \cosh(\zeta(x)) \) and \( \tilde{f}_{12}(E,x) = f_{12}(E,x) - e^{-iEx} \cosh(\zeta(x)) \), as well as \( \tilde{f}_{12}(E,x) = f_{12}(E,x) \) and \( \tilde{f}_{22}(E,x) = f_{22}(E,x) \) belong to \( L^2(\mathbb{R}) \) as functions of \( E \) for fixed \( x \in \mathbb{R} \). Further, these functions multiplied by \((\log(|E|+2))^\nu\) belong to \( L^2(\mathbb{R}) \). So Plancherel’s theorem (cf. Ref. 20, Theorems 48 and 63) implies the existence of the integrals,

\[
K_{rs}(x,t) = \frac{1}{2\pi} \int_{a-i\infty}^{a+i\infty} dE \tilde{f}_{rs}(E,x)e^{iEt}, \quad s, r = 1, 2.
\]

It is clear that \( K_{rs}(x,t) \) and \( K_{ts}(x,t) \) \((s, r = 1, 2)\) belong to \( L^2(\mathbb{R}) \) as functions of \( t \) for every \( x \in \mathbb{R} \) (cf. Ref. 20, Theorems 48 and 63).

Due to (1.7) and Theorem 2.1, the functions \( f_{rs}(E,x) \) and \( f_{ts}(E,x) \) \((s, r = 1, 2)\) are analytic in \( E \in \mathbb{C}^+ \). Moreover, there exists \( C > 0 \) (depending on \( x \in \mathbb{R} \)) such that for \( s, r = 1, 2 \),

\[
|f_{rs}(E,x)| \leq Ce^{\nu \Im E}, \quad |f_{ts}(E,x)| \leq Ce^{-\nu \Im E},
\]

for all \( x \in \mathbb{R} \). From (2.37) we obtain

\[
\int_{-\infty}^{\infty} dt |\tilde{f}_{11}(t+i\Im E,x)|^2 = O(e^{-2x \Im E}).
\]

Similar estimates hold for \( K_{rs}(E,x) \) and for \( K_{ts}(E,x) \) \((s, r = 1, 2)\). Hence we may apply Titchmarsh’s theorem (cf. Ref. 20, Theorem 96) and obtain

\[
K_{11}(x,t) = K_{22}(x,t) = 0, \quad t > x,
\]

\[
K_{12}(x,t) = K_{21}(x,t) = 0, \quad t < x.
\]

This proves the representations (4.1)–(4.4). □

Using (2.18), (2.19), and (2.37), we obtain

\[
\tilde{f}_{11}(E,x) = \frac{ie^{-iEx}}{4E} \left( e^{-p+\xi(x)} \int_{-\infty}^{x} dz \, W^+(z) + e^{p-\xi(x)} \int_{-\infty}^{x} dz \, W^-(z) \right) + O\left( \frac{1}{|E|^2} \right)
\]

\[
= \frac{ie^{-iEx}}{4(E+i\chi)} \left( e^{-p+\xi(x)} \int_{-\infty}^{x} dz \, W^+(z) + e^{p-\xi(x)} \int_{-\infty}^{x} dz \, W^-(z) \right) + O\left( \frac{1}{|E|^2} \right),
\]

where \( \chi \) is an arbitrary positive number. Its Fourier transform is of the form

\[
K_{11}(x,t) = \frac{e^{-p+\xi(x)}}{4} \int_{-\infty}^{x} dz \, W^+(z) + \frac{e^{p-\xi(x)}}{4} \int_{-\infty}^{x} dz \, W^-(z) e^{-\chi(x-t)} \theta(x-t) + M_{1r}(x,t),
\]

where \( \theta(z) \) is the Heaviside function given by

\[
\theta(z) = \begin{cases} 
0, & \text{for } z < 0, \\
1, & \text{for } z > 0,
\end{cases}
\]
In the same way we obtain

\[ K_{r1}(x,x-0) = \frac{1}{4} \left( e^{\rho^{+}(x)} \int_{-\infty}^{x} dz W^{+}(z) + e^{\rho^{-}(x)} \int_{-\infty}^{x} dz W^{-}(z) \right). \] (4.5)

In the same way we obtain

\[ K_{r2}(x,x-0) = \sinh(\rho - \zeta(x)). \] (4.6)

Using (4.5) and (4.6) we now compute \( Q(x) \) and \( P(x) \) from \( K_{r1}(x,x-0) \) and \( K_{r2}(x,x-0) \). In fact, we obtain

\[ P(x) = 2 \frac{d}{dx} \log(K_{r2}(x,x-0) + (K_{r2}(x,x-0)^2 + 1)^{1/2}), \] (4.7)

\[ Q(x) = 2 \frac{d}{dx} \left( \frac{K_{r1}(x,x-0)}{\cosh \frac{t}{2} \int_{-\infty}^{x} dz \, P(z)} - \frac{P(x)}{4} \tanh \left( \frac{1}{2} \int_{-\infty}^{x} dz \, P(z) \right) \right) + \frac{P(x)^2}{4}. \] (4.8)

In the same way we derive

\[ K_{l2}(x,x+0) = \sinh(\zeta(x)). \]

\[ P(x) = -2 \frac{d}{dx} \log(K_{l2}(x,x-0) + (K_{l2}(x,x-0)^2 + 1)^{1/2}), \] (4.9)

\[ Q(x) = -2 \frac{d}{dx} \left( \frac{K_{l1}(x,x+0)}{\cosh \frac{t}{2} \int_{-\infty}^{x} dz \, P(z)} - \frac{P(x)}{4} \tanh \left( \frac{1}{2} \int_{-\infty}^{x} dz \, P(z) \right) \right) + \frac{P(x)^2}{4}. \] (4.10)

**B. Marchenko equations without bound states**

Let us assume that \( T^{+}(E) \) and \( T^{-}(E) \) are both continuous in \( E \in \mathbb{R} \). Before deriving the two pairs of Marchenko integral equations, we introduce the two sets of integral kernels as follows:

\[ F_{11}(x) = \frac{1}{2 \pi} \int_{-\infty}^{\infty} dE \, L_{1}(E) e^{iEx} = \int_{-\infty}^{\infty} \frac{dE}{4 \pi} [L^{+}(E) + L^{-}(E)] e^{iEx}, \] (4.11)

\[ F_{12}(x) = \frac{1}{2 \pi} \int_{-\infty}^{\infty} dE \, L_{2}(E) e^{iEx} = \int_{-\infty}^{\infty} \frac{dE}{4 \pi} \frac{L^{+}(E) - L^{-}(E)}{i k(E)} e^{iEx}, \] (4.12)

\[ F_{13}(x) = -\frac{1}{2 \pi} \int_{-\infty}^{\infty} dE \, k(E)^2 L_{2}(E) e^{iEx} \]

\[ = i \int_{-\infty}^{\infty} \frac{dE}{4 \pi} k(E)[L^{+}(E) - L^{-}(E)] e^{iEx}, \] (4.13)

as well as

\[ F_{14}(x) = \frac{1}{2 \pi} \int_{-\infty}^{\infty} dE \, R_{1}(E) e^{iEx} = \int_{-\infty}^{\infty} \frac{dE}{4 \pi} [R^{+}(E) + R^{-}(E)] e^{iEx}, \] (4.14)
\[
F_{r2}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dE \, R_2(E) e^{iEx} = \int_{-\infty}^{\infty} \frac{dE \, R^+(E) - R^-(E)}{4\pi i} \frac{1}{k(E)} e^{iEx}.
\] (4.15)

\[
F_{r3}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dE \, k(E)^2 R_2(E) e^{iEx}
= i \int_{-\infty}^{\infty} \frac{dE}{4\pi} k(E)[R^+(E) - R^-(E)] e^{iEx}.
\] (4.16)

Then the integrals (4.11)–(4.13) and (4.14)–(4.16) exist as a result of Proposition 3.5 and the continuity of \(T^+(E)\) and \(T^-(E)\) in \(E \in \mathbb{R}\).

Next, we introduce the unknown functions \(B_{rs}(x,y)\) and \(B_{ls}(x,y)\) \((x \in \mathbb{R}, \ y > 0, \ s = 1, 2)\) by

\[
B_{rs}(x,y) = \frac{K_{rs}(x,y)}{\cosh(p - \xi)} \quad \text{and} \quad B_{ls}(x,y) = \frac{K_{ls}(x,y)}{\cosh(\xi)}.
\] (4.17)

and write (4.1)–(4.4) in the form

\[
f_{rs}(E,x) = e^{-iEx} \cosh(p - \xi) \left[ \delta_{s,1} + \int_{0}^{\infty} dy \, e^{iEy} B_{rs}(x,y) \right],
\]

\[
f_{ls}(E,x) = e^{iEx} \cosh(\xi) \left[ \delta_{s,1} + \int_{0}^{\infty} dy \, e^{iEy} B_{ls}(x,y) \right],
\]

where \(s = 1, 2\).

Starting from the two pairs of equations [cf. (3.13)],

\[
f_{r1}(-E,x) + L_1(E) f_{r1}(E,x) - k(E)^2 L_2(E) f_{r2}(E,x)
= T_1(E) f_{r1}(E,x) - k(E)^2 T_2(E) f_{r2}(E,x),
\] (4.18)

\[
f_{r2}(-E,x) + L_2(E) f_{r1}(E,x) + L_1(E) f_{r2}(E,x)
= T_2(E) f_{r1}(E,x) + T_1(E) f_{r2}(E,x),
\] (4.19)

and

\[
f_{l1}(-E,x) + R_1(E) f_{l1}(E,x) - k(E)^2 R_2(E) f_{l2}(E,x)
= T_1(E) f_{l1}(E,x) - k(E)^2 T_2(E) f_{l2}(E,x),
\] (4.20)

\[
f_{l2}(-E,x) + R_2(E) f_{l1}(E,x) + R_1(E) f_{l2}(E,x)
= T_2(E) f_{l1}(E,x) + T_1(E) f_{l2}(E,x),
\] (4.21)

and Fourier transforming the contributions to these equations that are analytic in \(C^-\) and vanish at infinity while taking into account (4.11)–(4.17), we obtain the two pairs of coupled Marchenko equations,

\[
B_{r1}(x,y) + \int_{0}^{\infty} dz \left[ F_{l1}(y + z - 2x) B_{r1}(x,z) + F_{l3}(y + z - 2x) B_{r3}(x,z) \right]
= -F_{r1}(y - 2x),
\] (4.22)
Then one easily verifies that

\[ B_{12}(x,y) + \int_0^\infty dz \left[ F_{12}(y+z-2x)B_{11}(x,z) + F_{11}(y+z-2x)B_{12}(x,z) \right] = -F_{12}(y-2x), \] (4.23)

and

\[ B_{11}(x,y) + \int_0^\infty dz \left[ F_{11}(y+z+2x)B_{11}(x,z) + F_{13}(y+z+2x)B_{12}(x,z) \right] = -F_{11}(y+2x), \] (4.24)

\[ B_{12}(x,y) + \int_0^\infty dz \left[ F_{12}(y+z+2x)B_{11}(x,z) + F_{11}(y+z+2x)B_{12}(x,z) \right] = -F_{12}(y+2x). \] (4.25)

In deriving (4.22)–(4.25), we have assumed the absence of the discrete spectrum of the two equations (1.2) and hence the analyticity of \( T_1(E) \) and \( T_2(E) \) in \( \mathbb{C}^+ \).

### C. Marchenko equations with bound states

When one of the two equations (1.2) has a discrete spectrum, the derivation of the Marchenko equations (4.22)–(4.25) should be modified, since the right-hand sides of (4.18)–(4.21) may no longer vanish. To simplify the discussion, we make the following assumptions.

1. \( T^+(E) \) and \( T^-(E) \) are continuous in \( E \in \mathbb{R} \).
2. The number of poles of \( T^+(E) \) and \( T^-(E) \) in \( \mathbb{C}^+ \) is finite [denote the poles of either of \( T^\pm(E) \) in \( \mathbb{C}^+ \) by \( E_j \), where \( j = 1, \ldots, N \)].
3. The poles of \( T^+(E) \) and \( T^-(E) \) in \( \mathbb{C}^+ \) are simple; we write \( it_j^+ \) for the residue of \( T^+(E) \) at \( E = E_j \) (\( j = 1, \ldots, N \)). We put \( t_j = [t_j^+ + t_j^-] / 2 \) and \( t_j^z = [t_j^+ - t_j^-] / 2ik(E_j) \).
4. We remark that \( t_j^\pm, t_j^1, t_j^2, \) and \( ik(E_j) \) are real if \( E_j \) is imaginary. Quantities \( t_j^\pm, t_j^1, t_j^2, \) and \( ik(E_j) \) corresponding to eigenvalues symmetrically located with respect to the imaginary axis are complex conjugates. These properties are immediate from the observations made in Sec. III D.
5. Using the terminology of Ref. 16 and recalling that the eigenvalues of either of (1.2) have geometric multiplicity one, we first introduce the norming constants,

\[ C_j^\pm = \frac{f_j^+(E_j,x)}{f_j^\pm(E_j,x)}, \quad j = 1, \ldots, N_j^\pm. \]

Then one easily verifies that

\[ f_{11}(E_j,x) = C_j f_{r1}(E_j,x) - k_j^2 C_j f_{r2}(E_j,x), \]

\[ f_{12}(E_j,x) = C_j f_{r1}(E_j,x) + C_j f_{r2}(E_j,x), \]

where \( k_j = k(E_j) \) and

\[ C_j^1 = \frac{C_j^+ + C_j^-}{2}, \quad C_j^2 = \frac{C_j^+ - C_j^-}{2ik_j}. \]

Calculating the residues of the expressions on the right-hand sides of (4.18)–(4.21) at \( E = E_j \) in \( \mathbb{C}^+ \), we obtain
multiplied by the imaginary unit \( i \). Here

\[
f_{r1}(E_j,x) = D_{j1}f_{11}(E_j,x) - k_j^2 D_{j2}f_{12}(E_j,x),
\]

\[
f_{r2}(E_j,x) = D_{j2}f_{11}(E_j,x) + D_{j1}f_{12}(E_j,x),
\]

where we note that

\[
\begin{bmatrix}
D_{j1} & -k_j^2 D_{j2} \\
D_{j2} & D_{j1}
\end{bmatrix} = \begin{bmatrix}
C_{j1} & -k_j^2 C_{j2} \\
C_{j2} & C_{j1}
\end{bmatrix}^{-1}.
\]

We remark that \( C_{j}^\pm \), \( C_{j1}, C_{j2}, D_{j1}, D_{j2} \) and \( ik_j \) are real if \( E_j \) is imaginary. Quantities \( t_{j}^\pm, C_{j1}, C_{j2}, D_{j1}, D_{j2} \), and \( ik_j \) corresponding to eigenvalues symmetrically located with respect to the imaginary axis are complex conjugates. These properties are immediate from (2.16).

We now recall that in order to compute the left-hand side minus the right-hand side of (4.22) and (4.23), we have to single out the contributions to (4.18) and (4.19) that are analytic in \( C^- \) and vanish at infinity and apply the operation \( 1/2\pi \int_{-\infty}^{\infty} dE e^{iE(x-x')} [ \cosh(p-\zeta(x')) ]^{-1} \) to them. Applying the same procedure to the right-hand sides of (4.18) and (4.19) and using (4.17), (4.26), and (4.27), we obtain

\[
-\sum_{j=1}^{N} e^{iE_j(y-2x)} \left( A_{lj1} + \int_0^\infty dz e^{iE_j} [ A_{lj1} B_{r1}(x,z) - k_j^2 A_{lj2} B_{r2}(x,z) ] \right),
\]

\[
-\sum_{j=1}^{N} e^{iE_j(y-2x)} \left( A_{lj2} + \int_0^\infty dz e^{iE_j} [ A_{lj2} B_{r1}(x,z) - k_j^2 A_{lj1} B_{r2}(x,z) ] \right),
\]

where

\[
A_{lj1} = t_{j1} C_{j1} - k_j^2 t_{j2} C_{j2}, \quad A_{lj2} = t_{j1} C_{j2} + t_{j2} C_{j1}.
\]

Introducing the modified Marchenko kernel functions,

\[
\tilde{F}_{ls}(x) = F_{ls}(x) + \sum_{j=1}^{N} A_{lj3} e^{iE_j s}, \quad s = 1,2,3,
\]

where \( A_{lj3} = -k_j^2 A_{lj2} \), we arrive at the coupled Marchenko integral equations,

\[
B_{r1}(x,y) + \int_0^\infty dz [ \tilde{F}_{l1}(y+z-2x) B_{r1}(x,z) + \tilde{F}_{l3}(y+z-2x) B_{r2}(x,z) ]
\]

\[= -\tilde{F}_{l1}(y-2x), \quad (4.30)\]
\[ B_{r2}(x,y) + \int_0^\infty dz \left[ \bar{F}_{r2}(y+z-2x)B_{r1}(x,z) + \bar{F}_{r1}(y+z-2x)B_{r2}(x,z) \right] = -\bar{F}_{r2}(y-2x). \] (4.31)

In an analogous way we obtain the coupled Marchenko integral equations

\[ B_{l1}(x,y) + \int_0^\infty dz \left[ \bar{F}_{l1}(y+z+2x)B_{l1}(x,z) + \bar{F}_{l3}(y+z+2x)B_{l2}(x,z) \right] = -\bar{F}_{l1}(y+2x), \] (4.32)

\[ B_{l2}(x,y) + \int_0^\infty dz \left[ \bar{F}_{l2}(y+z+2x)B_{l1}(x,z) + \bar{F}_{l1}(y+z+2x)B_{l2}(x,z) \right] = -\bar{F}_{l2}(y+2x), \] (4.33)

where

\[ F_{rs}(x) = F_{rs}(x) + \sum_{j=1}^N A_{rj}e^{t_j x}, \quad s = 1, 2, 3, \]

\[ A_{r1} = t_1 D_{j1} - k_j^2 t_2 D_{j2}, \quad A_{r2} = t_1 D_{j2} + t_2 D_{j1}, \]

and \( A_{r3} = -k_j^2 A_{r2} \). Using the symmetry statements made before in this subsection, one easily proves that \( \bar{F}_{r1}(x) \) and \( F_{r2}(x) \) (s = 1, 2, 3) are real functions.

When \( T^+(E) \) and \( T^-(E) \) both have a finite number of poles and some of them are multiple poles (but otherwise the first assumption is fulfilled), (4.30)–(4.33) can be derived using a generalization of the notion of norming constant given in Ref. 7, but with more complicated auxiliary kernel functions \( \bar{F}_{r1}(y) \) and \( \bar{F}_{r2}(y) \) (s = 1, 2, 3).

We now state the main result. The first part is immediate from (4.7)–(4.8) and (4.17). The second part follows from the second (4.17) and expressions involving \( K_{ls}(x,t) \) and \( \bar{B}_{ls}(x,y) \) (s = 1, 2) analogous to (4.7)–(4.8).

**Theorem 4.2:** Suppose \( P \in L^1_1(\mathbb{R}), \ Q \in L^1_1(\mathbb{R}), \) and \( W^\pm \in L^1_1(\mathbb{R}) \), and let conditions (1)–(3) stated at the beginning of Sec. IV C be fulfilled. Then if \( B_{r1}(x, \cdot) \) (s = 1, 2) are the solutions of the Marchenko equations (4.30) and (4.31) and \( B_{r2}(x,0^+) \in (-1,1) \), the potentials \( Q(x) \) and \( P(x) \) are given by

\[ P(x) = \frac{d}{dx} \log \frac{1 + B_{r2}(x,0^+)}{1 - B_{r2}(x,0^+)}; \] (4.34)

\[ Q(x) = 2 \frac{d}{dx} \left[ B_{r1}(x,0^+) - \frac{P(x)}{4} \tanh \left( \frac{1}{2} \int_x^\infty dz \ P(z) \right) \right] + \frac{P(x)^2}{4}. \] (4.35)

Similarly, if \( B_{l1}(x, \cdot) \) (s = 1, 2) are the solutions of the Marchenko equations (4.32) and (4.33) and \( B_{l2}(x,0^+) \in (-1,1) \), then the potentials \( Q(x) \) and \( P(x) \) are given by

\[ P(x) = \frac{d}{dx} \log \frac{1 - B_{l2}(x,0^+)}{1 + B_{l2}(x,0^+)}; \] (4.36)

\[ Q(x) = -2 \frac{d}{dx} \left[ B_{l1}(x,0^+) - \frac{P(x)}{4} \tanh \left( \frac{1}{2} \int_x^\infty dz \ P(z) \right) \right] + \frac{P(x)^2}{4}. \] (4.37)
V. SOLVABILITY OF THE MARCHENKO EQUATIONS

In this section we establish the compactness of the Marchenko integral operators and relate the unique solvability of the (pairs of) Marchenko integral equations to the canonical factorizability of a matrix function.

Theorem 5.1: Suppose $P \in L^1_1(\mathbb{R})$, $Q \in L^1_1(\mathbb{R})$, and $W^\pm \in L^1_1(\mathbb{R})$, and let conditions (1)–(3) stated at the beginning of Sec. IV.C be fulfilled. Then the integral operators arising from the Marchenko integral equations (4.30)–(4.33) are compact on $L^2(\mathbb{R}^+)$.}

Proof: All of these integral operators have the form

$$(Kg)(y) = \int_0^\infty dz \; F(y + z) g(z), \quad y > 0,$$

where

$$F(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dE \; \Phi(E) e^{iEx},$$

for some function $\Phi(E)$ that is continuous in $E \in \mathbb{R}$ and vanishes as $E \to \pm \infty$. Such integral operators are Hankel operators with continuous symbol and as such compact on $L^2(\mathbb{R})$ (cf. Refs. 21 and 22).

In order to derive sufficient conditions for the unique solvability of the Marchenko equations (4.30)–(4.31) or the Marchenko equations (4.32)–(4.33), we define the quantities

$$\hat{R}_s(E) = \int_{-\infty}^{\infty} dz \; e^{-iEz} \hat{F}_{rs}(z), \quad \hat{L}_s(E) = \int_{-\infty}^{\infty} dz \; e^{iEz} \hat{F}_{ss}(z),$$

where $s = 1, 2, 3$. If neither of (1.2) has any eigenvalues, we have

$$\hat{R}_1(E) = R_1(E), \quad \hat{R}_2(E) = R_2(E), \quad \hat{R}_3(E) = -k(E)^2 R_3(E),$$

$$\hat{L}_1(E) = L_1(E), \quad \hat{L}_2(E) = L_2(E), \quad \hat{L}_3(E) = -k(E)^2 L_2(E).$$

Introducing the functions

$$B^+_{t1}(E, x) = \pm \int_0^{\infty} dy \; B_{t1}(x, y) e^{iEy}, \quad B^+_{t2}(E, x) = \pm \int_0^{\infty} dy \; B_{t2}(x, y) e^{iEy},$$

where $s = 1, 2$, by Fourier transformation we obtain from (4.30)–(4.31) the Riemann–Hilbert problem,

$$\begin{bmatrix} I & 0 \\ F_t(-E, x) & I \end{bmatrix} \begin{bmatrix} X^+(E, x) \\ X^-(E, x) \end{bmatrix} + \begin{bmatrix} I & F_t(E, x) \\ 0 & I \end{bmatrix} \begin{bmatrix} X^+(E, x) \\ X^-(E, x) \end{bmatrix} = \begin{bmatrix} Y(-E, x) \\ Y(E, x) \end{bmatrix},$$

where $I$ denotes the $2 \times 2$ identity matrix and

$$X^+(E, x) = \begin{bmatrix} B^+_{t1}(E, x) \\ B^+_{t2}(E, x) \end{bmatrix}, \quad Y(E, x) = e^{-2iEx} \begin{bmatrix} \hat{L}_1(E) \\ \hat{L}_2(E) \end{bmatrix},$$

$$F_t(E, x) = e^{2iEx} \begin{bmatrix} \hat{L}_1(E) & \hat{L}_3(E) \\ \hat{L}_2(E) & \hat{L}_1(E) \end{bmatrix}.$$

In the same way we define
\[ F_i(E, x) = e^{2iEx} \begin{bmatrix} \hat{R}_1(E) & \hat{R}_3(E) \\ \hat{R}_2(E) & \hat{R}_1(E) \end{bmatrix}. \]

In analogy with (5.1), we derive the Riemann–Hilbert problem,

\[
\begin{bmatrix}
I & 0 \\
F_i(-E, x) & I
\end{bmatrix} \begin{bmatrix}
X^+(E, x) & X^-(E, x) \\
X^-(E, x) & X^+(E, x)
\end{bmatrix} + \begin{bmatrix}
I & F_i(E, x) \\
0 & I
\end{bmatrix} \begin{bmatrix}
-\mathbf{Y}^-(E, x) \\
-\mathbf{Y}^+(E, x)
\end{bmatrix} = \begin{bmatrix}
\mathbf{Y}^-(E, x) \\
\mathbf{Y}^+(E, x)
\end{bmatrix},
\]

from the system of integral equations obtained from (4.30) and (4.31) by replacing the kernels \( \tilde{F}_{ls} \) with \(-\tilde{F}_{ls}\).

Next, by a (right) canonical factorization of a matrix function \( W(E) \) defined for \( E \in \mathbb{R} \) we mean a factorization of the form

\[ W(E) = W^-(E)W^+(E), \]

where both \( W^\pm(E) \) and \( W^\pm(E)^{-1} \) are continuous in \( E \in \mathbb{C}^\pm \), are analytic in \( E \in \mathbb{C}^\pm \), and have a limit as \( E \to \infty \) in \( \mathbb{C}^\pm \). Replacing (5.2) with \( W(E) = W^+(E)W^-(E) \), we get the definition of a left canonical factorization.

The following theorem easily follows using the methods employed in Refs. 23 and 24. Such methods were applied to inverse scattering before in Ref. 7.

**Theorem 5.2:** Suppose \( P \in L^1_\mathbb{R}(\mathbb{R}), Q \in L^1_\mathbb{R}(\mathbb{R}) \) and \( W^\pm \in L^1_\mathbb{R}(\mathbb{R}) \), and let conditions (1)–(3) stated at the beginning of Sec. IV C be fulfilled. Then, for fixed \( x \in \mathbb{R} \), the system of Marchenko integral equations (4.30) and (4.31) and the system of integral equations obtained from them by replacing the kernels \( \tilde{F}_{ls} \) with \(-\tilde{F}_{ls}\) both have a unique solution if and only if the \( 4 \times 4 \) matrix function

\[
\begin{bmatrix}
I & -F_i(E, x)F_i(-E, x) & -F_i(E, x) \\
F_i(-E, x) & I
\end{bmatrix}
\]

has a (right) canonical factorization. Similarly, for fixed \( x \in \mathbb{R} \), the system of Marchenko integral equations (4.32) and (4.33) and the system of integral equations obtained from them by replacing the kernels \( \tilde{F}_{rs} \) with \(-\tilde{F}_{rs}\) both have a unique solution if and only if the \( 4 \times 4 \) matrix function

\[
\begin{bmatrix}
I & -F_i(E, x)F_r(-E, x) & -F_i(E, x) \\
F_r(-E, x) & I
\end{bmatrix}
\]

has a (right) canonical factorization.

In Ref. 7 the Marchenko equations are simple enough to allow for a representation of the 4 \( \times 4 \) matrix functions in (5.3) and (5.4) as the direct sum of two \( 2 \times 2 \) matrix functions (one being the adjoint of the other) multiplied on either side by constant nonsingular matrices. As a result, in Ref. 7 the analog of the present Theorem 5.2 involves the equivalence of the simultaneous unique solvability of two pairs of Marchenko equations to the existence of both a left and a right canonical factorization of a \( 2 \times 2 \) matrix function. No such simplification has been found for the present problem.

We conclude this article by giving a sufficient condition for the canonical factorizability of the matrix function in (5.3) and hence of the unique solvability of the solution of the Marchenko equations (4.30)–(4.31).

**Corollary 5.3:** Suppose \( P \in L^1_\mathbb{R}(\mathbb{R}), Q \in L^1_\mathbb{R}(\mathbb{R}) \) and \( W^\pm \in L^1_\mathbb{R}(\mathbb{R}) \), and let conditions (1)–(3) stated at the beginning of Sec. IV C be fulfilled. Then, for fixed \( x \in \mathbb{R} \), the system of Marchenko integral equations (4.30) and (4.31) are uniquely solvable if

\[ \sup_{E \in \mathbb{R}} \| F_i(E, x) \| < 1. \]
Analogously, for fixed \( x \in \mathbb{R} \), the system of Marchenko integral equations (4.32) and (4.33) are uniquely solvable if
\[
\sup_{E \in \mathbb{R}} \left\| F_E(z, x) \right\| < 1. \tag{5.6}
\]
In (5.5) and (5.6) the norm is defined as the largest singular value of the matrix.

**Proof:** This corollary is immediate from Theorem 5.2 by observing that (5.5) implies that \( F_E(z, x) \) has a canonical factorization (cf. Ref. 25, Sec. III A).

\[\square\]
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